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SUMMARY

This document reports the results of a 4-month study analyzing data provided to Los Alamos
National Laboratory (LANL) by the performer teams for the Multimodal Objective Sensing to
Assess Individuals with Context (MOSAIC) project. The MOSAIC performer teams monitored
hundreds of volunteers from several organizations in their daily activities, using wearable sensors
to capture data about those activities. The project also collected “ground truth” data on individual
behavior and psychological state using survey instruments throughout the study. The LANL
MOSAIC analysis team approached this data with the goal of capturing and analyzing social
dynamics within organizations. We focused on two key analysis objectives: identifying and
characterizing groups as the evolve over time, and identifying and modeling patterns of social
influence.

The project was conducted in two stages: an initial, intensive ”data sprint” at LANL to rapidly
identify and test analysis approaches, and a follow-on in-depth study to explore a few analysis
approaches in depth. The data sprint was successful in rapidly identifying several promising
analysis approaches, and may serve as a model for future analysis efforts at LANL. For the
in-depth analysis phase, five of the sprint participants agreed to work together to extend their
analyses from the sprint. Through a significant effort to characterize and process the data for
analysis, the team identified the Notre Dame performer team’s data as the most readily accessible
for analysis, and further narrowed its focus to beacon data, which provides a direct proxy for
face-to-face interactions. One challenge for interpreting our analysis results was the lack of
detailed organizational ground truth, such as information on the size, structure, or work processes
engaged in by the organizations represented in the data set.

In characterizing the beacon data, we noted a counter-intuitive property in interactions between
beacons. Contact time between two beacons should be registered as the same by both beacons,
i.e. beacon A should register the same amount of time in proximity to beacon B as beacon B
measures in proximity to beacon A. However, this property does not appear to hold true in the
Notre Dame beacon data, in either its raw form or in the processed interaction session data
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provided by the Notre Dame team. In order to avoid inconsistencies in our analysis, we chose
to force interaction times to be symmetrical by using the maximum interaction time recorded by
either member of each pair of participants. Other anomalies suggest possible non-compliance
or sensor reliability issues. In addition, the processed interaction session data, which we ended
up using for most of our analyses, showed extremely small durations of interaction among study
participants. This suggests that this data set may include a large proportion of false negatives, i.e.
times when participants were interacting but this interaction was not included in the data set.

The social network graph of all study participants across all Notre Dame cohorts, based on
beacon interactions, indicates that there is substantial structure in the data. Each of the cohorts
1-4 registered as a distinct cluster in the graph, and cohort 5 was scattered around the graph,
which is consistent with our understanding that it was recruited from the organizations already
represented in cohorts 1-4. Connections between some of the cohorts suggest that some of them
may be co-located or organizationally connected.

To identify groups as they persist over time, we analyzed the graph of interactions using a
Louvain clustering algorithm. To capture the time element, we created a series of interaction
graphs, each reflecting the interactions between participants over one specific week of the study
period. Simply running one clustering algorithm on each disjoint weekly graph, however, provides
no consistent way to link clusters from one week to clusters from another. To address this issue,
we followed a multilayer graph analysis approach, in which we added self-edges to connect the
same participant across different time windows. We then used a clustering algorithm on this
large, multi-week graph to identify clusters that encompass multiple time windows. Because of
the self-edges, the algorithm has a preference to keep a participant in the same cluster over time,
which provides continuity in clusters from week to week.

Having identified groups that persist over time, we were then able to characterize some of
their dynamic features. In examining the start and end dates of groups, we noted a possible
transition that takes place around week 20 of the study in both cohort 1 and cohort 2, where
several groups come to an end while several new groups take their place. This suggests some
type of organizational change or event may have occurred in this time frame. In addition, we
analyzed gender composition and stress levels of groups over time, although no generalizable
patterns were apparent in these analyses.

To characterize influence relationships among participants, we modeled influence at both the
population level (i.e., a person’s overall influence on everyone they interact with) and at the
level of interactions between individuals (i.e, a person’s distinct influence on each person they
interact with) using three different influence modeling approaches: A generalized linear regression
mode, a lasso regression model, and a Markov model. We define influence as the ability of a
person to influence the behavior or psychological state of those they directly interact with. At
a population level, we used the models to identify a group of particularly influential individuals
across all cohorts. We were then able to characterize this group of influencers in relation to
the general population on several metrics. Our results indicate that influencers are often less
central in the interaction graph than other study participants, which is somewhat counterintuitive.
Influencers are also, in general, less likely to use tobacco and more likely to drink alcohol than
other participants. There are also more subtle patterns in personality traits of influencers that
are more difficult to interpret. Based on the lasso regression model, we were able to compare
the population-level influence of each person across multiple ground truth measures, including
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positive affect, negative affect, alcohol use, work behaviors, and sleep behaviors. This analysis
demonstrates that individuals who are influential on one behavior tend to be influential on multiple
behaviors, which suggests some consistency in their ability to influence others. We were also
able to use the individual interaction-level model to develop graphs showing influence patterns
among individuals throughout each cohort.

In addition to our analysis work, we describe a framework for developing a MOSAIC data
navigation capability. To develop this framework, we created a MOSAIC knowledge model based
on general concepts in signal analysis, as well as concepts related to domain-specific sensors
and signals for the MOSAIC project. To explore ideas for a navigation interface, we translated the
model into JSON format to use as a stub for a persistent data tier in an actual application. We
also implemented a basic version of a hierarchical data browser interface in JavaScript.

In conclusion, we discuss several implications of our work. First, we discuss limitations of
our analysis, in particular uncertainties that may be introduced by the asymmetry of interaction
durations between beacons and the possible false negative issues in the Notre Dame processed
interaction sessions data. We then make several recommendations for future data collection and
management to address sampling issues, the need for additional organizational ground truth,
possible sensor reliability issues, and ways of better enabling data sharing. Finally, we present a
number of proposals for testing hypotheses based on our analyses, focusing on organizational
characteristics, group formation and dynamics, and influence.
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1 INTRODUCTION

This report is the result of a 4-month project to analyze data provided to Los Alamos National Laboratory
(LANL) by performer teams for the Multimodal Objective Sensing to Assess Individuals with Context
(MOSAIC) project. The MOSAIC performer teams monitored hundreds of volunteers in their daily
activities, using wearable sensors to capture data about interactions, physical activity, physiological state,
and other measures of interest. The project also collected “ground truth” data from participants in an
initial survey and through short daily surveys through the study, providing insight into their day-to-day
psychological status and behavior. The original goal of the project, as we understand it, was to understand
whether wearable sensor data could be used to predict individual behavior and mental state over time.
The LANL MOSAIC work presented here has a slightly different goal, which is to use both sensor and
ground truth data to capture and analyze social dynamics within organizations. To do this, we focus on two
key objectives: identifying and characterizing groups within organizations as they evolve over time, and
identifying and modeling patterns of social influence among participants. This has enabled us to identify
interesting patterns in the data, and to develop a set of hypotheses that could be tested against additional
ground truth data. We also report on some of the challenges we faced working with the data, and provide
recommendations for future data collection efforts aimed at organizational dynamics.

In order to apply the broadest possible base of expertise to the project, we managed it in two stages: an
intensive data sprint to jump start analysis efforts, followed by a longer-term effort to extend the most
promising analysis strategies. The sprint was conducted over three and one half days, May 13-16, 2019,
and was facilitated by LANL in cooperation with Air Force Cyberworx, an organization with significant
design sprint experience. The sprint was attended by 15 LANL participants and three outside participants
(including two from the Lockheed Martin team), representing research disciplines ranging from social
and biological sciences to mathematics and computer science. Over the course of the sprint, participants
engaged in an array of planned activities designed to generate and refine hypotheses to be tested in the
data, followed by a short an intensive period of analysis. On the final day of the sprint, the IARPA project
manager attended and was briefed on the results. Although arranging data access and organizing the sprint
was a more complex task than initially anticipated, the sprint was generally judged to have been a success
and a possible model for future analysis efforts at LANL. Of particular note was the use of Amazon Web
Services (AWS) computing resources for the sprint and subsequent analysis efforts, which enabled rapid
deployment of customized computing resources tailored for the project.

For the extended analysis phase of the project, five of the sprint participants agreed to work together to
extend their analyses from the sprint. In addition, two other participants continued work to provide data
navigation concepts and tools. Based on successful analysis strategies from the sprint, this group decided
to focus on influence modeling and group identification and dynamics. In order to make these analyses
possible, the team first spent a large portion of their time characterizing the data, identifying data that were
usable and relevant to the analysis tasks, and processing data to prepare it for analysis. Through these
efforts, we identified the data set provided to us by the Notre Dame team as the most readily accessible
for analysis [9]. This was largely due to the fact that the Notre Dame team provided their data in the form
of a well-structured, readily navigated database, and had already performed some data pre-processing. In
our judgment, the datasets provided by the Lockheed Martin and University of Southern California teams,
though of immense interest, were too voluminous and in too raw of a form to be amenable to in-depth
analysis within the short time span of the project. In addition, within the Notre Dame data, we determined
that the beacon data was most relevant to our particular analysis goals, as it provided a direct proxy for
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face-to-face social interaction. We also made significant use of ground truth data in our influence modeling,
which is aimed at showing how mood and behavior are mediated by social interactions.

One major challenge for this work is the lack access to organizational ground truth. While we do
have access to ground truth measurements of individual psychological and behavioral patterns, we were
given very little information about the organizations in question. Aside from a few pieces of information
provided by IARPA and the MOSAIC performers, we lack information on the size, structure, or type
of work engaged in by the organizations, and have very little information about the roles or locations
of individual participants within these organizations. In addition, with the exception of one cohort of
participants, we do not know what fraction of employees were sampled within each organization, or
whether the samples were concentrated within certain work groups or spread more widely across the
organizations. This makes interpretation of results difficult, because in a typical organizational analysis
project, substantive findings are driven by analysis of network structures in relation to known organizational
features. Without this ground truth, we have no clear basis for validating or interpreting our results in a
real-world context. While we make extensive use of existing ground truth data on participant demographics
and psychological/behavioral status, which addresses this issue to some extent, we would be able to refine
and validate our analysis to a much greater degree with access to additional organizational ground truth.
The list of proposals for testing our results against ground truth data in section 7 provides a starting point
for how we could approach future validation and refinement efforts.

The remainder of this report is structured as follows: Section 2 provides an overview of the Notre Dame
beacon data, with a particular focus on unexpected asymmetries in interaction time between participants
as captured by their beacons. Sections 3 and 4 describe the methods we use to identify groups within
the data that are continuous in time, and examine group dynamics and characteristics over time. Section
5 describes the results of three different influence modeling approaches applied at both population and
interaction levels, which enables us to identify and characterize the population of influencers within each
organization. Section 6 describes a knowledge model for the MOSAIC data and initial efforts to develop a
data navigation tool. Finally, Section 7 presents our conclusions, including recommendations for future
data collection and a set of hypotheses that might be testable against organizational ground truth.
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2 CHARACTERIZING BEACON DATA

The complete dataset collected by the the Notre Dame team included 757 participants, recruited in five
cohorts. Our early phase of methodological development concentrated on the 26 study participants recruited
into Cohort 1. Documentation indicates that these participants work together at a single location of a small
computer software company, and that all or most of the employees at this location were part of the study.
These features made this cohort a useful place to start characterizing the interactions captured in the beacon
data, because they indicate that all of these participants are in fact likely to be in regular physical proximity
to each other. For other cohorts, we understand that various recruitment strategies were employed that could
result in uneven sampling that could complicate interpretation of the data. Our full analysis effort did cover
other cohorts, as described in later sections of this report. Table 1 summarizes some basic demographic
characteristics of the 21 unblinded participants in Cohort 1, i.e. those for whom we have ground truth data.

ID Hashed ID Age Education Occupational Category Sex Reports
01 9780495721948428633 26-30 College degree Computer & Math M —
02 9883624450358368517 20-25 College degree Office & Admin Support F —
03 10104865842667159622 20-25 College degree Computer & Math F —
04 10267235808015800433 36-40 College degree Computer & Math M 5-15
06 10439117077451641565 30-35 College degree Computer & Math M —
08 10806377045013041963 26-30 College degree Computer & Math M —
10 11049835262840569530 46-50 Some college Computer & Math F —
12 11325750135091548264 30-35 Master’s degree Computer & Math F —
14 11439412180368165013 30-35 Master’s degree Management M 5-15
15 11750352889969585637 40-45 College degree Computer & Math M —
16 11874486772857607558 20-25 Some college Computer & Math M —
17 12115852993242340806 56-60 College degree Computer & Math M —
18 12204601337084291188 36-40 Doctoral degree Business & Financial F —
19 12206210069307053438 26-30 College degree Computer & Math M —
20 12502660685247488411 26-30 College degree Computer & Math M —
21 12718614204893805965 26-30 College degree Computer & Math M 16-30
22 12893446853201738411 36-40 College degree Computer & Math M —
23 12994028865111584912 26-30 College degree Computer & Math M < 5
24 13094498676145090523 20-25 College degree Computer & Math M —
25 13146988918954476898 26-30 College degree Other (unspecified) F —
26 13339207273792338820 30-35 Some college Computer & Math M —

Table 1. Demographic attributes of unblinded participants in Cohort 1. Participants with supervisory roles
are indicated by an entry in the “Reports” column, indicating the number of people reporting to them.

2.1 Asymmetric interaction durations

During development and evaluation of the influence modeling methods detailed below, we noted a
counter-intuitive property in the interaction data. Contact time t should be transitive between any two
people A and B: t(A,B) = t(B,A) because it implies mutual proximity. We noted that this property did
not generally hold true in the Cohort 1 beacon data (Figure 1). Analysis of both the raw beacon data and
interaction sessions the Notre Dame team computed from those data provide insight about the intransitivity
of contact times, and suggest alternative ways to acquire and analyze beacon data to quantify interpersonal
interactions.

To investigate the asymmetry shown clearly in Figure 2, we use data from beacon interactions captured
after February 25, 2018, in order to screen out potential irregularities in data collection during initial beacon
distribution. Starting later in the sampling period (the last enrollment date was April 6, 2018) does not
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Figure 1. Heatmap of cumulative interaction times between participant pairs. For each pair, the owner’s
beacon, shown column-wise, emits a signal that is received and logged by the mobile phone application of
another study subject, shown row-wise. An X indicates missing data, presumed to indicate an interaction
time of 0. If interaction times were transitive, this chart would be symmetrical around the diagonal from
top left to bottom right. Data shown are from processed interaction sessions, rather than raw beacon
interactions; the latter show similar patterns, shifted toward higher values, and include self-detection
records. Data were filtered for face-to-face interactions of 5 seconds or more, as described in the text.
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Figure 2. Interaction duration asymmetry, from the same data used in Figure 1. Heatmap shows the
difference in cumulative interaction times between participant pairs, t(i, j)− t(j, i). An X indicates missing
data, again presumed to indicate 0 interaction time. Differences were square-root transformed (preserving
sign), to better depict both large and small deviations.
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change the results significantly. We further filter the data to require a minimum of 5s interaction duration
and threshold (or peak) beacon signal intensity of -60 dB, to remove transient and distant signals. We also
exclude the one participant who dropped out of the study for reasons unknown.

Reviewing the full beacon data for Cohort 1 reveals some possible non-compliance. Two participants (10
and 13) seem never to have detected any of their beacons and five (10, 13, 20, 22, 25) never detected their
own mobile beacons (not shown in these figures). The cause is unclear, because all of the above participants
were detected by other participants’ mobile phone apps and also detected others’ beacons with their phones.
Participant 21 (a high-level supervisor) logged no beacon interactions with their phone receiver application.

2.2 Raw beacon interactions versus processed interaction sessions

Here, we compare the raw beacon interaction times with a table of pre-processed “interaction sessions”
calculated by the Notre Dame team, both of which are included in the postgres database provided by
Notre Dame. Comparison of raw mobile beacon interaction times with the processed interaction sessions
requires that both versions of the data are screened similarly to remove interactions shorter than 5s and
weak signals below -60 dB, and sampled for the same calendar period. We compute total interaction
time in hours for each possible pair of individuals from two different data sources. The processed beacon
sessions include self-detection of mobile beacons (wallet and keychain), which we excluded. The raw
beacon interaction data includes duplicated detection events and overlapping interaction sessions. We
consolidate overlapping beacon sessions for accurate contact times, so as not to overcount time from
overlapping and duplicated interaction sessions. Despite having consolidated the raw beacon session data
into non-redundant, non-overlapping intervals, the raw data show far greater interaction times, 2620.3
hours in total, than the processed interaction session data (Figure 3), with 147.2 total interaction hours. The
asymmetry in total interaction times per participant is evident even in this aggregate view, in both the raw
and processed data.

For Cohort 1 participants, total interaction time logged by mobile beacons is uncorrelated with the total
interaction time detected by the mobile phone beacon-detector application (Figure 4). This is surprising,
because interaction time should be an intransitive property of an interaction, and ideally should not differ
for the beacon-detector pairs used to measure it. In practice, small inconsistencies most likely contribute to
large differences, which could include situations where a mobile beacon and a phone receiver are not both
carried together routinely, the mobile phone receiver application is not fully enabled to capture and record
beacon signals, or beacon batteries are depleted. The raw beacon data might be used to evaluate compliance
by identifying intervals in which both beacon and mobile phone receiver are together in proximity, which
appear as self-detection events in the interaction logs, then conditioning analysis of interaction sessions
given only completely instrumented intervals. This would yield less data, but with fewer false negatives.

It is likely that false negatives are prevalent in these data. If each participant spent even an hour a week in
face-to-face interaction with others during the 38-week study period, we would see 38 hours of interaction
per person. The interaction sessions data show much less interaction than this, capturing an average of 5.9
hours of interaction time per participant (median 2.2 hours, range 0 to 68.8 hours). Even the individual who
spent the most time with coworkers (09) recorded 68.8 total interaction hours, which averages out to 1.8
hours per week, roughly 21 minutes per work day, spent interacting with others (of that, 33.4 hours – 48.5%
– was spent with one other participant, 06). These totals seem low based on our organizational experience.

The raw mobile beacon session data show much more interaction time than the Notre-Dame processed
interaction sessions data, recording a mean of 104.8 interaction-hours (median 55.3 hours, range 6.2
to 583.7 hours) per participant. The most interactive individual (09) spent an average of 15.4 hours per
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Figure 3. Total interaction hours recorded per participant, according to different data sources. Symbol color
uniquely identifies each participant; lines are included to make it easier to track differences in participants’
measured interaction durations across data sources. For raw data on beacon sessions, cumulative time
that each beacon was detected by a phone (“Beacon Owner”) is shown separately from the total time that
each phone detected a beacon (“Phone Owner”). Similarly, for the processed interaction sessions, the two
partners in each interaction (p1, p2) are shown separately. Values for p1 interaction totals are the column
totals from data in Figure 1 and p2 are the row totals. The differences in cumulative interaction times are
related to the asymmetric interaction durations of concern.
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Figure 4. No evidence for significant correlation of total detection times (hours h) between a participant’s
mobile proximity beacons and phone detector. Each point indicates one participant, with colors and data as
shown in Figure 3. This view compares the total duration of interaction sessions for each participant’s mobile
beacons, as detected by other participants (x-axis), with the total time each participant’s mobile phone
application detected beacons of other participants (y-axis). The left panel summarizes raw mobile beacon
detection data consolidated into non-redundant, non-overlapping intervals (Kendall’s τ = 0.233, p =
0.108). The right panel shows the processed interaction sessions (Kendall’s τ = 0.225, p = 0.131). These
data indicate that beacons and phones are mutually independent, while the practical approach of taking the
maximum interaction duration between each pair of participants induces a perfect correlation.
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week over the 38-week study interacting with others. This may be a more realistic amount of interaction.
However, the raw mobile beacon data are likely also to include false negatives because of the asymmetry in
interaction times logged by transmitters and receivers. These discrepancies suggest that the Notre Dame
team excluded some interactions when processing the interaction sessions data, based on criteria not known
to us.

For future data collection efforts, it may be helpful to test beacon detections for asymmetries before
beginning data collection, or to document differences in beacon sensitivity. Adopting a beacon platform that
combines transmission and reception in a single device may also improve sampling consistency. In addition,
email or phone communications data could be used to augment beacon data. The methods described below
would work just as well on such enhanced data as they do on the data summarized here.

In order to avoid inconsistencies, for the analyses described in the remainder of this report, we force
interaction times to be symmetrical by using the maximum interaction time recorded by either member of
each pair of participants, as obtained from the processed interaction session data.
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3 GROUP DETECTION

3.1 Building a social network graph

To identify dynamic groups of individuals within the data provided by Notre Dame, we first need to
define a social network in the context of the available data. We use the pre-processed “interaction sessions”
table in Notre Dame’s postgres database as our basis for defining an interaction, which in turn defines
an edge connecting study participants within a social network. The “interaction sessions” data contains
entries detailing which two people were in proximity to each other, as measured by their mobile (wallet or
keychain) beacons, the start and stop time of the interaction, the strength of the interaction signal, and the
duration of the interaction in seconds.

In building the social network graph, we make the following choices:

• Analyze participant cohort 1 through 4 separately, based on guidance from Notre Dame performers
that each cohort represents a different “organization.” We do not analyze cohort 5, as these participants
were recruited by participants across all other cohorts, and have no inherent connection to each other.

• Limit interactions we consider to those with duration greater than 0 seconds and with an RSSI
Threshold of -60, which is roughly defined as a face-to-face interaction.

• Only include participants who are not blinded in the available data, so that we have the ability to
consider their demographics and psychological metrics in combination with social network structure.

• Assume that all interactions are symmetric. Due to idiosyncracies of participant compliance, reliability
of beacon sighting measurement, or other artifacts of the data, some interactions are reported in the
raw data as non-symmetric, as described above. That is, in some cases, participant A reports having
interacted a different amount of time with participant B than participant B reports having interacted
with participant A. However, common knowledge tells us that the real interaction time must be at least
the maximum of the two reported durations. Therefore, in any case where a reported interaction is
asymmetric, we use the maximum of the two recorded durations.

The full network over the entire study period is shown in figure 5. Each node in the network represents one
person (node color indicates which cohort they belong to) and edges indicate some face-to-face interaction
between two persons (nodes). The underlying data set that informs the graph includes the total interaction
time for each pair of persons, but that is not represented in the image. Just from examining the plotted
network we can see there is substantial structure to the data. Without knowing that there were 5 cohorts
we can clearly see 4 distinct communities corresponding to cohorts 1-4, but we might wrongly assume
that cohort 5 is not a separate enrollment because they co-cluster with existing groups. Likewise, with
the cohort ID information we can see substantial connections between cohorts 2 and 3 and even stronger
overlap between cohorts 2 and 4, suggesting that cohorts 2 and 4 share one or more physical locations.

While figure 5 implies significant and interesting network structures exist in the data, many of the links
between nodes are fairly weak. Figure 6 shows the same network, but with edges representing less than 1
hour of cumulative interaction time removed. Even in this very large network, significant sustained social
interactions are rare, with many occurring within the small cohort 1. This sparsity is likely caused by
differential sampling in the different cohorts. Based on our understanding of the data collection process,
participants in cohort 1 were all co-located employees of a small company, meaning that beacons could
have captured most of their workplace interactions. In the larger cohorts, the data may represent a smaller
fraction of employees within each organization, meaning that they also capture a smaller fraction of total

MOSAIC – 2019-10-09 14



LANL Analysis of Multimodal Sensor Data

● ●
●

●
●

●
●

●
● ●●●

●
●

●

●
●
●●●

● ●
●

●

●
●

●
●

●

●●

●

●●

●

●

●

●
●

●

●●

●

●

●

● ●
●●

●

●

●

●

●

●●
●

●
●●

●

●

●
●

●

●

●

●
●

●

●
●

●

●●

●

●

●
●

●

●
●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
● ● ●

●● ●
●

●

●
●

●

●

●

●

●

●

●

●

●
●

●

●

●

●
●●

●

●

●

●
●

●

●● ●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●
●

●
●●

●

●

●
●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●●
● ●

●

●
●

●

●
●

●

●

●

●

●●
●

●

●

●●●

●
●

●

●

●
●

●

●

●

●

●

●
●

●

●
●

●
●

●●

●

●
●

●

●
●

●

●

●

●

●

●

●●

●
●

●

●
●

●

●

●

●

● ●●
●

●
●

●

●

●

●

●●

●

●
●

●

●
●
● ●
●

●

●

●

●

●

●
●●●

●
●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●
●

●

●

●

●

●

●

●

●
●

●
●

●●

●

●

●
●

●

●

●
●

●●

●
●

●

●

●

●

●

●
●

●

●

●●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●
●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●●

●

●

●
●

●

●

●

●

●

●
●

●●

●

●

●●

●

●

●
●

●

●

●

●
●

●

●●

●
●●

●

●

●
●●

●
●

●

●

●

●

●

●

●
●

●

● ●
●

●
●

●

●
●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●
●

●

●

●

●

●
●

●●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

● ● ● ● ●1 2 3 4 5

Figure 5. Network of all face-to-face interactions in all five Notre Dame cohorts. Nodes represent
individual people, colors indicate the cohort ID and edges indicate at least one face-to-face contact over the
course of the whole study period.

interactions for each participant, since participants are likely to interact with coworkers who are not enrolled
in the study.

3.2 Clustering

After constructing a social network graph for each of cohorts 1 through 4, we now attempt to detect social
groups (i.e., clusters) that exist within the social network. In order to have a stronger basis for analyzing
group dynamics, however, we need to be able to define and detect these clusters across time, not just as they
exist in a static network. This requires splitting up the graph into a series of time slices, each of which is a
graph representing all the interactions occurring in a time window of pre-defined size. Due to the sparsity
of available data, we use a time window of one week. Then, we create one social network graph per cohort
per week (using the choices described in the previous section) and weight the edges by the total interaction
durations over that week.
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Figure 6. Network of all face-to-face interactions greater than one hour in duration in all five Notre Dame
cohorts. Nodes represent individual people, colors indicate the cohort ID and edges indicate at least one
or more hour of face-to-face interaction over the course of the whole study period. Note that this is one
hour of aggregate interaction time over the whole study period and not necessarily one continuous hour of
interaction.
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To find clusters that persist across time, we cannot simply run one clustering algorithm on each disjoint
weekly social graph, because it would be impossible to identify the same cluster existing across time
windows. For this reason, we follow the technique proposed in Mucha et al., where we build one large social
graph that spans across the entire study, adding self-edges to connect the same participant across different
time windows [10]. The final large graph contains one node for each (participant, time window) pair, and
in addition to edges connecting different participants, it also includes edges connecting a participant in
time window t to him/herself in the next time window t+1.

Figures 7 – 9 illustrate how these elements of the graph come together. Figure 7 shows the full, ”unrolled”
interaction network for cohort 1, showing numerous disconnected networks, each corresponding to the
interactions in cohort 1 in a given week. Figure 8 shows the same network, but only includes the edges
linking one person in one week to themselves in another week (self-edges). Figure 9 shows the combination
of the unrolled network showing both the weekly interaction edges and the self edges.

Even for a very small cohort, the full, unrolled network at the week resolution level with both interaction
and self-edges is complex and unwieldy. However, with this network (Figure 9) we can now re-cast the
intractable problem of identifying dynamic groups from beacon interaction data as the tractable problem of
detecting community structure in this static, albeit complex, graph. To do this, we consider the weight on
the self-edges as a parameter that we can tune. The clustering algorithm is then able to cluster across all
time while still looking at social structure on a weekly basis, and has a preference (based on the selected
self-edge weight) to keep a participant in the same cluster across weeks, unless the local structure around
the participant shifts significantly.

After building one of these larger graphs containing self-edges for each cohort, we can then apply any
clustering/community detection algorithm to detect groups. For this study, we use Louvain clustering,
which relies on a single resolution parameter, and already has an easily useable implementation in Python.
Note that Louvain clustering is a hard clustering algorithm — it assigns each participant to exactly one
cluster per time window. Future work could investigate other clustering algorithms and relax the hard
clustering restriction.

Having designed our representation of the social network structure over time, and chosen a clustering
algorithm to detect social groups, we then run a sensitivity analysis to chose values for the self-edge
weight and clustering resolution parameters that seem reasonable. Because we do not have access to
organizational ground truth against which to evaluate our detected clusters/social groups, we choose
“reasonable” parameters via subjective human evaluation of four metrics: (1) the number of singleton
clusters (clusters which only contain a single participant) discovered, (2) number of size > 1 clusters
(clusters which contain more than a single participant) discovered, (3) the average number of weeks over
which a cluster persists, and (4) the average number of clusters a participant belongs to over all time.
Generally, we want to minimize the number of singleton clusters, discover a manageable number of size
> 1 clusters, find clusters that persist for more than one week but less than the whole study time period
(because we are interested in group dynamics), and assign each individual to 2-3 clusters over the course of
the entire year. We these guidelines in mind, we choose appropriate parameter settings for each of the four
cohorts. The characteristics of the discovered clusters are discussed in the next section. For details on our
sensitivity analysis, see Appendix A.
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Figure 7. Weekly interaction graph of cohort 1. Each individual is represented by a single color, with
multiple nodes of the same color indicating that the individual was part of the graph for multiple weeks.
Connected subgraphs represent interactions taking place within a give week of the study period.
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Figure 8. Weekly self-edge graph of cohort 1. Each set of nodes of the same color again represents a
single individual, but here only the self edges that link the same individual from one week to the next are
shown
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Figure 9. Weekly interaction graph of cohort 1 with self edges included. This graph includes all of the
edges present in both of the previous graphs. Each set of nodes of the same color again represents a single
individual.
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4 GROUP CHARACTERISTICS AND DYNAMICS

Based on the guidelines above, we implement Louvain clustering on each cohort’s social network graph,
using the following parameter settings: for cohort 1, cluster resolution is 3 and self-weight is 800, for
cohort 2, cluster resolution is 3 and self-weight is 400, for cohort 3, cluster resolution 2 is and self-weight
is 500, and for cohort 4, cluster resolution is 2 and self-weight is 3900 (the average interaction duration is
much larger in cohort 4). Also note that we do not have a way to account for missing data due to sampling
rate of the population, participant non-compliance, etc. We consider clusters that contain more than one
participant and that also change size over time as “interesting,” and specifically investigate those further.

4.1 Longevity

Figure 10. Sizes of interesting groups in Cohort 1 over time. Note the change around week 20.

In cohort 1, we find 9 social groups with more than one member and which change over time. Figure
10 shows the size of these groups over time. There appears to be some kind of change around week 20,
about halfway through the study. In particular, groups 0, 2, and 10 seem to decline in size and disappear,
while groups 11 and 13 form and persist. Also, group 6 appears to form around week 2 and decline in size
around week 30.
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In cohort 2, we find 15 social groups with more than one member and which change over time. Figure
11 shows the size of these groups over time. Some groups have a notable change, again around week 20.
Particularly, groups 0, 1, and 6 seem to form around week 20 and persist.

In cohort 3, we find 26 social groups with more than one member and which change over time. Figure 12
shows the size of the most interesting groups over time. Group 1 stays consistently large, while group 26
steadily loses members. Group 47 forms and dissolves. Groups 5, 6, 9, and 12 consistently increase in size,
and group 15 fluctuates.

In cohort 4, we find 5 social groups with more than one member and which change over time. Figure 14
shows the size of these groups over time. We do not find any particularly interesting dynamics to investigate,
because no group is ever larger than 2 people.

4.2 Gender distribution over time

For each group in cohorts 1-3 we look at the gender distribution over time. Because our clustering on
cohort 4 did not discover any particularly interesting groups, we no longer consider cohort 4.

Figure 15 shows the gender distribution of groups on cohort 1. Groups 0, 3, 8, 11, and 13 see significant
changes. At the same time, groups 0 and 3 decrease in size while groups 8 and 11 get larger.

Figure 16 shows the gender distribution of groups in cohort 2. Group 0 shows interesting behavior. The
others that show changes in male percentage only have 2 people. During the same time, groups 0 increases
in size, implying that it was initially more female and then became more balanced.
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Figure 11. Sizes of interesting groups in Cohort 2 over time. Note some changes in groups 0, 1, and 6
around week 20.
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Figure 12. Sizes of interesting groups in Cohort 3 over time. Note some groups increase in size while
others decrease, some rapidly and some more slowly. Group 15 loses some members, and then gains them
back.
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Figure 14. Sizes of interesting groups in Cohort 4 over time. No group is ever larger than 2 people.

Figure 15. Gender makeup of cohort 1 groups.
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Figure 16. Gender makeup of cohort 2 groups. Group 0 shows interesting behavior.
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Figure 17. Gender makeup of cohort 3 groups. Groups 9 and 21 show interesting behavior.

Figure 17 shows the gender makeup of interesting groups in cohort 3. Group 9 slightly increases in size
of the course of the study while group 21 initially increases but drops to a single person around week 20.
This implies that group 21 was initially mixed gender (actually majority female), and then the females
leave the group. On the other hand, group 9 is initally all female and then males join the group. Whether
this is because of assignments to work groups or organic social behavior cannot be discerned from the data.

We do not consider the gender distribution of groups in cohort 4 due to prohibitively small group sizes.

4.3 Stress levels over time

Finally, we investigate one of the dynamic psychological measures, stress, in combination with the
discovered groups. We consider whether each group has a distinct stress level, whether groups tend to
diverge in stress level over time, and whether stress level changes in correlation with group size.

Figure 18 shows average stress for each group in cohort 1 where we have sufficient data over time.
Unfortunately the large amount of missing data makes conclusions hard to draw.

Figure 19 shows average stress for groups in cohort 2 over time. It appears that smaller groups have more
variable stress, although missing data makes this hard to confirm. Follow-up interviews with members of
cohort 2 might indicate whether group size correlates with variability of stress level.

Figure 20 shows average stress level for group in cohort 3. Group 1, before compliance ends, has a spike
in stress while group 15’s stress level steadily decreases. Both groups are all male the entire study, and
have relatively stable size.
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Figure 18. Average stress levels for groups in cohort 1. Groups shown are groups which had enough data
to calculate an average. Missing data is prevalent.

Figure 19. Average stress levels for groups in cohort 2. Smaller groups seem to have more variability.
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Figure 20. Average stress levels in groups in cohort 3. Participant compliance seems to have fallen off
sharply at around week 15.
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5 INFLUENCE

Social influence flows through various forms of interaction, including television, social media, professional
publications, and face-to-face interactions, for example. Our professional behavior, our social norms,
and even our beliefs are all influenced by the social interactions that we have on a daily basis. Here, we
attempt to detect a type of quantitative social influence that is mediated through direct social interactions
(i.e. face-to-face social contact) in the workplace and in non-work environments, to the extent they are
represented in the Notre Dame data set. The methods that we use to search for the signal of influence in
these data are generalizable to any environment where there are quantitative outcomes of interest and some
direct measure of physical interaction.

We consider both a population-level and an interaction-level influence model. The population-level
model conceptualizes influence as a personal characteristic that is homogeneous in time (i.e., a person’s
influence on other people’s measured outcomes is considered in aggregate, rather than on a person-by-
person basis).This model has one parameter corresponding to each person in the study that gives the per
unit time effect of interacting with that person on the measured outcome of interest. For example, if we
are studying the number of drinks a person has per week, and our subject Joe has an estimated influence
of 1.5, the model predicts that interacting with Joe for one unit of time will increase the average number
of drinks that people have by 1.5 per week. The strength of this model is that it has few parameters and,
therefore, has higher power to detect influence. However, because the model effectively assumes that a
person’s influence is homogeneous (i.e. that it affects all other people equally), it is the most prone to
unmeasured confounding from missing social interactions.

The interaction-level model relaxes some of the assumptions of the population model by conceptualizing
influence as a property of a dyadic interaction. That is, it considers the different levels of influence a person
can have on different people. This prevents some of the confounding issues in the population model, but
comes at the price of partial non-identifiability: while the population model has k parameters for k study
participants, the interaction model has

(k
2

)
parameters. Because most pairs of individuals in an institution

do not interact or interact very little, we may not have as much data as we need to fit this model, and, in
fact, most of the parameters will be completely unconstrained. However, we gain significant explanatory
power using the interaction model, as influence is now conceptualized as a feature of a directed interaction
between people, which has a more natural interpretation. Also, because we are using a quantitative measure
of influence, influence has both a sign (positive or negative) and a magnitude, which can vary between
interactions. This approach also allows for asymmetric influence, that is, your effect on me can be different
from my effect on you.

5.1 Evidence of social influence

For the population-level model we consider both positive and negative affect measured on a daily to
weekly scale. Figure 21 shows the time series of measured negative affect in all of the cohort 1 participants.
Negative and positive affect were selected because it is likely that they are influenced by both workplace
and social interactions. Figure 21 shows that negative affect is highly variable over time (i.e. that there
are features of the data to explain) and that there is not a single dominant secular trend (e.g. all of the
employees showing an increasing/decreasing trend in the outcome over the year). Both of the models
attempt to explain these patterns in terms of individuals’ interactions with others over the study period. We
also apply the interaction model to alcohol use, work ethic, and sleep patterns.
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Figure 21. Time series of negative affect in cohort 1 participants over the study period
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Figure 22. Distribution of the daily value of the variable “positive affect” over cohorts.

Among the many daily variables measuring the psychological well being and the behavior of participants
we select metrics related to their emotions to identify mechanisms of social influence. In particular, we
want to study if and how social interactions impact the emotional status of participants, and thus we initially
focus on the two variables that measure the positive and negative affect of subjects.

Figure 22 presents the distribution of daily values of the positive affect variable across different cohorts
and Figure 23 presents the same for negative affect. These figures illustrate a few important points. First,
positive affect varies significantly in all cohorts and its standard deviation is hence quite large. Second,
negative affect on the contrary is very much concentrated on very low values. Third, the cohorts all look
very similar except for cohort 2, which has relatively fewer subjects with low daily values of positive affect.

We count two people as having a face-to-face interaction if their sensors indicate close proximity to
one another. This is an imperfect measure as the the sensors do not always agree with one another, that
is, reported interactions are not necessarily symmetric. We also do not have any guarantee that a person
is always wearing their sensor, which could be removed or left in an office, leading to noisy and biased
measurements. As described previously, to account for asymmetry we simply force interactions to be
symmetric by taking the maximum interaction time reported by either beacon in a given time period. For
example, if beacon A reports an interaction with beacon B of 1 minute and beacon B reports 2 minutes, we
assume the two persons were in face-to-face contact for 2 minutes.

MOSAIC – 2019-10-09 32



LANL Analysis of Multimodal Sensor Data

0
.5

1
1.

5
0

.5
1

1.
5

5 10 15 20 25 5 10 15 20 25

C1 C2

C3 C4

Density
kdensity negative_affect

D
en

si
ty

negative_affect

Figure 23. Distribution of the daily value of the variable “negative affect” over cohorts.

5.2 Modeling approaches for identifying social influencers

Several quantitative models have been proposed to describe social influence [see for instance the survey
in 13] but only a few approaches have been developed for the analysis of social influence in actual data sets,
which are mostly based upon statistical tools [e.g., 11, 1]. We thus analyze the data with a linear regression
model, but we also explore the possibility to use a Markov model inspired by the theoretical formal models
of social influence developed in the literature [5].

5.2.1 Generalized linear regression models

The generalized linear regression model we use to analyze social influence at the population level when
the response is continuous, as it is for positive and negative affect, is as follows:

sti =
N−1∑
j=1

βjd
t−1
j,i + ε. (1)

In the model sti is the status variable (in our case either “positive affect” or “negative affect”) of individual
i at time (day) t, j is one of the other N −1 subjects in the cohort (i.e., i 6= j), βj is the associated regressed
coefficient, dt−1j,i is the lagged duration of interaction between subjects i and j, and ε is the error term.

The interaction-level social influence model is similar to 1, but models each individual’s influence instead
of an overall effect. The β′js from Eq. 1 change to β′i,js but all the other values stay the same as in Eq. 1, as
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follows:

sti =
N−1∑
j=1

βi,jd
t−1
j,i + ε. (2)

βi,j is the associated regressed coefficient for person i based upon interactions with individual j.

Equations 1 and 2 are both estimated using a generalized linear model with normal errors. The resulting
βj coefficients should be interpreted as the change of the status variable (i.e., the dependent variable) of all
individuals i = 1, · · · , n due to the interaction with person j the previous day. The βi,j coefficients should
be interpreted as the change of the status variable (i.e., the dependent variable) of individual i’s interaction
with individual j the previous day.

Considering the interpretation of βs just described, the analysis can proceed with the identification of
influencers as the js having the largest absolute value of β. Influencers are therefore the individuals who
are able to change the status of others the most.

The counterproductive work behavior metric is a -1 and 1 response, where -1 is counterproductive and 1
is productive. The binary scale in this metric requires that the data be modeled through a generalized linear
model, in particular, logistic regression. The model is similar to 1, except that the response is modeled
using a link function, as follows:

log

(
p

1− p

)
=

N−1∑
j=1

βjd
t−1
j,i + ε. (3)

where p = P (Y = 1) and 1 − p = P (Y = −1). In this model, the βj’s are interpreted as the log odds
change based on the time that individual i spent with individual j. For this analysis, we select the 10
percent of each cohort with the largest absolute value of β as the influencers we study across multiple
survey metrics.

5.2.2 Lasso regression model

Lasso regression is used to shrink some of the interactions between individuals that have spent little time
with each other. The lasso is similar to the population-level model, but adds an L1 penalty term in the
minimization of the βjs, as follows:

n∑
i=1

T∑
t=1

(sti −
N−1∑
j=1

βjd
t−1
j,i )2 + λ

p∑
l=0

|βj | (4)

where if λ is zero then the equation becomes

n∑
i=1

T∑
t=1

(sti −
N−1∑
j=1

βjd
t−1
j,i )2,

which is regular OLS Eq. 1. However, if λ is nonzero then some of the βj values are driven to zero. The
larger the value of lambda the more features are shrunk to zero. This can eliminate some features entirely
and give us a subset of predictors that helps mitigate multi-collinearity and model complexity especially
when the data are sparse. Any βjs that are not zero signify that they have much more weight, or in the case
of social influence, that they are the individuals that have the most influence.
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5.2.3 Markov model

We also considered an alternative formalism to model influence that does not directly include measured
interactions, but rather looks for evidence of potential influence directly in the distribution of outcomes
over time in the whole population. Early studies of social influence [e.g., 12, 6, 7] modeled social influence
mechanisms as probabilistic changes to some internal state of individuals due exogenous forces such as
social interactions. The structure of those models thus resemble Markov chains, and this feature opens the
possibility to use their formalization as Markov models to analyze social influence.

In particular, we can consider a Markov model as in:

sti =MiD
t−1, (5)

where the state sti of individual i at time (day) t depends on a Markov transition matrix Mi and the lagged
duration of interaction with each other participant in the cohort Dt−1.

The matrix Mi hence contain the state transition probabilities for subject i and depending on interactions
with other participants. Since the M matrix can be derived as distributions of data by observing how states
changed in each individual after interactions, it is possible to interpret transition probabilities as the impact
on i status of interacting with other subjects j. Similarly as before, subjects that have on average the largest
chance of changing the state of others can be identified as social influencers. We thus average transition
probabilities for each j across is, and we select as influencers the 10 percent with the highest probability of
changing others’ states.

5.3 Results

5.3.1 Population-level influence

The position of influencers in the whole network, as inferred by the linear model and Markov models,
are shown in figures 24 and 25 respectively. The models did not necessarily agree on who was the most
influential (a person identified as an influencer on positive affect by the linear regression model only had a
24% chance of being identified as an influencer with the Markov model). However, this is expected as the
Markov model was attempting to discern influence without using the underlying interaction network, and
was thus considering possible influence between people that never interacted. Nevertheless, the Markov
model offers an alternative and confirmatory way to measure influence when there is little or no interaction
data present. Because our underling assumption is that the kind of influence we are looking at is mediated
through direct social interactions, we focus on the linear regression results that take the empirical interaction
times into account.

Figures 26, 27, 28 and 29 compare centrality measures across cohorts for influencers (based on negative
and positive affect) and others, as identified by the linear regression model identified as in Eq. 1. Node-level
statistics reported in those figures are, starting from the top left graph in each figure, betweenness centrality,
closeness centrality, eigenvector centrality, farness score, Katz centrality, nearness score, and strength (i.e.,
degree centrality). Closeness centrality, farness score and nearness score are closely related, since nearness
is the reciprocal of farness, and closeness is equal to the product of nearness and the number of nodes
minus 1.

Results shown in Figures 26, 27, 28 and 29 indicate that influencers are often less central than others.
This conclusion is supported by measures of betweenness centrality, eigenvector centrality, and strength
(degree centrality) in cohorts 1 and 2. Further results supporting this conclusion are the degree centrality of
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Figure 24. Position of influencers for positive and negative affect in the whole network for the population
linear regression model. Influencers of postiive affect are shown in blue while influencers of negative affect
are shown in red. Persons who were influential in both measures are shown in purple
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Figure 25. Position of influencers for positive and negative affect in the whole network for the population
Markov model. Influencers of postiive affect are shown in blue while influencers of negative affect are
shown in red. Persons who were influential in both measures are shown in purple
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Figure 26. Centrality measures of influencers and others in cohort 1 (linear regression model).
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Figure 27. Centrality measures of influencers and others in cohort 2 (linear regression model).
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Figure 28. Centrality measures of influencers and others in cohort 3 (linear regression model).

0
2

4
6

8
10

0
.0

00
5

.0
01

.0
01

5
.0

02

-1
1

0
20

,0
00

40
,0

00
60

,0
00

0
50

10
0

0
5.

0e
-0

6
.0

00
01

.0
00

01
5.

00
00

2

0
.2

.4
.6

.8

a1 a2 b1 b2 a1 a2 b1 b2 a1 a2 b1 b2

a1 a2 b1 b2 a1 a2 b1 b2 a1 a2 b1 b2

a1 a2 b1 b2

between closeness eigenvector

farness katz nearness

strength

a = positive affect, b = negative affect
1 = influencers, 2 = others

Figure 29. Centrality measures of influencers and others in cohort 4 (linear regression model).
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Figure 30. Average scores of influencers and others in cohort 1 (linear regression model).

influencers in cohort 3 and the betweenness centrality in the same cohort, but only for the positive affect
model. Other measures and cohort values vary significantly and do not provide firm evidence for or against
this finding.

Figures 30, 31, 32, and 33 present average scores of influencers and others as identified in the linear
regression model of Eq. 1 for the negative and positive affect metrics. Each Figure presents results for a
different cohort. Scores are averaged not only within the two categories of study participants we consider
(i.e., influencers and others) and for each affect variable (i.e., positive and negative affect) but also within
the period of observation independently from the frequency of observation.

There are only a few consistent results across the four cohorts considered. First, there are only a few
tobacco users in all the cohorts who belong to the influencers category. Second, it looks like influencers
consume more alcohol than others, although the opposite seems to be true in cohort 4. Third, negative
affect is usually slightly lower in influencers (with the only exception of the positive affect model of cohort
4). Similarly, positive affect is lower for influencers, with the exception of negative affect models of cohorts
3 and 4.

With less consistency, in particular due to the results of cohort 4, a few more patterns emerge. Because of
diminished consistency they should be considered less robust than those just pointed out. Among them, we
notice in influencers a slightly larger value of the two positively correlated variables anxiety and stress.
Second, among the big five personality traits we notice in some cohorts that influences have smaller values
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Figure 31. Average scores of influencers and others in cohort 2 (linear regression model).

MOSAIC – 2019-10-09 41



LANL Analysis of Multimodal Sensor Data

0
1

2
3

4

0
.5

1
1.

5

0
.5

1
1.

5
2

0
1

2
3

4

0
.5

1
1.

5

0
1

2
3

0
10

20
30

40

0
1

2
3

4

0
2

4
6

0
1

2
3

0
2

4
6

8

0
1

2
3

4

0
5

10
15

0
2

4
6

8

0
.5

1
1.

5
2

0
.0

5
.1

.1
5

0
50

10
0

15
0

20
0

0
.5

1
1.

5

a1 a2 b1 b2 a1 a2 b1 b2 a1 a2 b1 b2 a1 a2 b1 b2 a1 a2 b1 b2

a1 a2 b1 b2 a1 a2 b1 b2 a1 a2 b1 b2 a1 a2 b1 b2 a1 a2 b1 b2

a1 a2 b1 b2 a1 a2 b1 b2 a1 a2 b1 b2 a1 a2 b1 b2 a1 a2 b1 b2

a1 a2 b1 b2 a1 a2 b1 b2 a1 a2 b1 b2

agreeableness alc anxiety conscientiousness cwb

extraversion irb itp neg_affect neuroticism

ocb openness pos_affect sleep stress

tob total_pa_d work

a = positive affect, b = negative affect
1 = influencers, 2 = others

Figure 32. Average scores of influencers and others in cohort 3 (linear regression model).
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Figure 33. Average scores of influencers and others in cohort 4 (linear regression model).
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of extraversion and larger values of neuroticism. All the other variables and personality factors either
present no difference between influencers and others or show differences that vary too much across cohorts
to be considered robust.

5.3.2 Population-level influence using lasso regression

The second population-level social influence model used lasso regression to see if there were influencers
that were consistent across the following survey metrics: positive affect, negative affect, alcohol use, hours
of sleep, and counterproductive work behavior. All the survey metrics were on a continuous scale except
for counterproductive work behavior, which is on a binary scale.

The model fit results for cohort 1 are shown in Figure 34. In general, it appears that individuals that
have some sort of influence tend to be influential across several metrics. For example, two individuals are
consistently positive influencers, whereas two individuals are consistently negative influencers to some
degree. The magnitude of the negative influences is much larger than the positive influences, which is
an interesting result. Overall, the negative influencers decreased positive affect scores the most. Notably,
although we did not test this quantitatively, the influential individuals do not appear to be managers,
according to the demographic data were were provided for cohort 1, and managers do not appear to be
consistently more influential than others in any of our influence models. This is a finding that could be
investigated further using the data we already have.

The βj fits for cohort 2 are shown in Figures 35 and 36. In this cohort, there are three positive influencers
and one negative influencer. Positive affect was the scale that most positively influenced individuals in the
cohort, with a significant score increase. The counterproductive work behavior metric was the value that
decreased the most, meaning that spending time with individual C2-18 decreased the log odds of having a
counterproductive work behavior.

The βj fits for cohort 3 are shown in Figures 37, 38, 39, and 40. There were three individuals that overall
positively influenced others’ survey scores. Positive and negative affect were the metrics that were the most
influenced with the β coefficients much higher than the other metrics. There were also three individuals that
had a negative influence on the others in the cohort. The overall positive affect score decreased significantly
based upon interactions with the negative influencers.

The βj fits for cohort 4 are shown in Figures 41, 42, 43, and 44. In this cohort, all the influencers had a
positive impact on survey scores. This is likely due to only a few individuals having interactions with each
other as seen from the network models in Figures 79-81.

Overall, the individuals identified as influencers are consistent across multiple metrics for all the cohorts.
There are more individuals that are likely to positively impact scores compared to those who negatively
impact scores. The exception is in cohort 1, the smallest cohort. This could be due more close connections,
which is opposite of cohort 4, which has fewer connections.
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Figure 34. Model fits, βjs for cohort 1 for positive affect, negative affect, sleep and work for all unblinded
participants (lasso regression model).

Figure 35. Model fits, βjs for cohort 2 for positive affect, negative affect, sleep and work for unblinded
participants 1-44 (lasso regression model).
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Figure 36. Model fits, βjs for cohort 2 for positive affect, negative affect, sleep and work for unblinded
participants 46-88 (lasso regression model).

Figure 37. Model fits, βjs for cohort 3 for positive affect, negative affect, sleep and work for unblinded
participants 1-45 (lasso regression model).
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Figure 38. Model fits, βjs for cohort 3 for positive affect, negative affect, sleep and work for unblinded
participants 46-90 (lasso regression model).

Figure 39. Model fits, βjs for cohort 3 for positive affect, negative affect, sleep and work for unblinded
participants 92-137 (lasso regression model).
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Figure 40. Model fits, βjs for cohort 3 for positive affect, negative affect, sleep and work for unblinded
participants 138-179 (lasso regression model).

Figure 41. Model fits, βjs for cohort 4 for positive affect, negative affect, sleep and work for unblinded
participants 1-43 (lasso regression model).
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Figure 42. Model fits, βjs for cohort 4 for positive affect, negative affect, sleep and work for unblinded
participants 46-87 (lasso regression model).

Figure 43. Model fits, βjs for cohort 4 for positive affect, negative affect, sleep and work for unblinded
participants 92-135 (lasso regression model).
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Figure 44. Model fits, βj’s for cohort 4 for positive affect, negative affect, sleep and work for unblinded
participants 141-180 (lasso regression model).

5.3.3 Interaction-level influence

The interaction-level model looks at the time individual i spent with individual j, where i 6= j, across all
possible connected pairs. This model is used to help represent individual effects vs. the population effect.
We constructed network graphs to reflect the magnitude of the individual predictor fits for the following
survey metrics: positive affect, negative affect, alcohol use, and hours of sleep.

The network graphs of the predictor fits for cohort 1 are shown in Figures 45, 46, 47, and 48. In cohort
1, there are only a few individuals who appear to have a large role in people’s responses. For example,
the positive affect influence model has three individuals that contribute to an individual having a higher
positive affect score, and three individuals that contribute to lower positive affect scores. In general, cohort
1 only has a few individuals who seem to influence survey scores, between 1-3 people positively and 1-3
people negatively.

The network graphs of the predictor fits for cohort 2 are shown in Figures 71, 72, 73, and 74 in Appendix
B. In cohort 2, there are generally more individuals that positively influence an individual’s survey score
as denoted by the stronger blue lines. For example, the positive affect influence model has approximately
seven individuals that contribute to a higher value of positive affect and only two main individuals that
contribute negatively.

The network graph of the predictor fits for cohort 3 are shown in Figures 75,76, 77, and 78 in Appendix
B. Cohort 3 has over one hundred individuals, making it difficult to see the specific individuals that have a
positive or negative influence on others. The main takeaway here is that there are more positive connections
(blue lines) than negative connections (red lines). Additionally, the people in cohort 3 seem to be fairly
well connected, implying that individuals interact with several other people throughout the day.
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The network graph of the predictor fits for cohort 4 are shown in Figures 79, 80, and 81 in Appendix B.
Cohort 4 appears to be much different than the others. Although the size of the cohort is similar to cohort 3,
the connections are more sparse. This means that people do not spend as much time with others according
to the duration time used in the model.
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Figure 45. Network graph model for cohort 1 representing the individual level effects from the “influence”
linear regression model for the positive affect survey response. Values that are in red are negative influence,
values in blue are positive interactions.
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Figure 46. Network graph model for cohort 1 representing the individual level effects from the “influence”
linear regression model for the negative affect survey response. Values that are in red are negative influence,
values in blue are positive interactions.
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Figure 47. Network graph model for cohort 1 representing the individual level effects from the “influence”
linear regression model for the alcohol survey response. Values that are in red are negative influence, values
in blue are positive interactions.
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Figure 48. Network graph model for cohort 1 representing the individual level effects from the “influence”
linear regression model for the sleep survey response. Values that are in red are negative influence, values
in blue are positive interactions.
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To be Findable:

F1. (Meta)data are assigned a globally unique and persistent identifier
F2. Data are described with rich metadata (defined by R1 below)
F3. Metadata clearly and explicitly include the identifier of the data it describes
F4. (Meta)data are registered or indexed in a searchable resource

To be Accessible:

A1. (Meta)data are retrievable by their identifier using a standardized communications protocol
A2.1 The protocol is open, free, and universally implementable
A2.2 The protocol allows for an authentication and authorization procedure, where necessary

A2. Metadata are accessible, even when the data are no longer available

To be Interoperable:

I1. (Meta)data use a formal, accessible, shared, and broadly applicable language for knowledge
representation.

I2. (Meta)data use vocabularies that follow FAIR principles
I3. (Meta)data include qualified references to other (meta)data

To be Reusable:

R1. (Meta) data are richly described with a plurality of accurate and relevant attributes
R1.1 (Meta)data are released with a clear and accessible data usage license
R1.2 (Meta)data are associated with detailed provenance
R1.3 (Meta)data meet domain-relevant community standards

Figure 49. FAIR Guiding Principles for scientific data management and stewardship

6 DATA NAVIGATION

6.1 Overview

The challenges of working with big data are often characterized in terms of 4 Vs: volume, variety, velocity,
and veracity[8]. The MOSAIC performer data sets we were provided exemplify these characteristics. They
are large (terabytes), consist of data drawn from a wide variety of sensors, and in some cases are high
“velocity” in the sense that sensors sampled user activity at a very high rate. Veracity is also a potential
issue, as our data analysis revealed patterns that suggest potential variability or inconsistency in how some
sensors picked up human activity. As big data sets have become increasingly common, there is increasing
consensus in the research community that better data management and governance will be crucial to
making effective use of data. One standard in this area that is becoming increasingly relevant is the FAIR
Guiding Principles for scientific data management and stewardship[14]. FAIR is an acronym that stands
for four characteristics of data sets that are optimized for ease of use and reuse: Findable, Accessible,
Interoperable, and Reusable. The complete set of guiding principles is provided in Figure 49. While it
may not be practical for the MOSAIC project or its successors to adhere to all of these standards, attention
to some of these principles may facilitate future collaborations around MOSAIC data sets. During the
analysis, we encountered several issues relating to these principles:

• There were three main projects that captured and archived data from wearable sensors. Each had their
own array of sensors and methods of collection. Each had their own schemas and structures in which
data were captured.
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• The data for the most part were not self-describing, with analysts having to rely on written
documentation of varying quality and breadth to understand what data had been collected, where to
find it, and what format to expect. (Partly because it was the best-documented and best-structured of
the three collections, we chose to focus on the Notre Dame collection.)

• The data in the Notre Dame collection was typically not raw, but comprised one or more generations
of derived data. While it was helpful to be able to work with pre-processed data, some tables (datasets)
represented multiple versions of nearly the same derived datasets making it unclear which derived
quantity and which version one should prefer for a given analysis.

6.2 MOSAIC data framework

Our data navigation efforts began with outlining a knowledge model or ontology that could be used to
make MOSAIC data more findable for collaborators. Such a model needs to capture how data was collected
and processed, and how it is intended to be understood – and further inform the analyst of its whereabouts
and detailed structure. This model is based on several key abstractions, described below. The intention of
this initial phase was to develop the model to a stage where sponsors and other participants would be able
to understand how it could be incorporated into tools to help data analysts better relate to the MOSAIC data
collections, and how one might go about developing those tools. The essential idea of our approach is to
help analysts find the data they need by linking key concepts and relationships to the particular structures
in the collection where associated data can be found. At the conclusion of this section, we provide an initial
sketch of what a MOSAIC navigator tool might look like.

6.2.1 Abstractions for sensors and signals

These main concepts are ones familiar in signal processing relating to sensors and the signals they
produce[2, 4, 3]. They are as follows:

• Sensor: Something that is a source of signals.
• Subject: The subject being observed by the sensor.
• Channel: The type of measurement provided by a sensor.
• Signal: A measurement, or series of measurements, recorded by a sensor on a given channel.
• Signature: A recognizable pattern embedded in a signal.

As an example, consider a measurement of heart rate supplied by a wearable device. The sensor is the
wearable device. The subject would be the person wearing the sensor. Heart rate would be a channel on the
sensor. The signal would be a measurement of heart rate or a series of such measurements, for example,
heart rate over time. A signature would the portion of the signal that could be recognized as, say, an episode
of accelerated heart rate, perhaps an indication of excitement or anxiety.

6.2.2 Abstractions for data structures

Given that signals embedded in MOSAIC datasets of interest, the signal processing abstractions suggested
above can indicate to the analyst that a collection contains the desired signal. The next step is to find it, and
to describe to the analyst, or to an application interfacing to the data collection, what the structure of the
data is and how to read it. This means that our framework must be able to map the higher-level concepts
that describe the signal to the lower-level concepts that describe data structures and schemas. For this we
use some common concepts associated with relational database schemas. These concepts are generally
applicable whether the data is actually stored in a relational database or not. They are:
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Figure 50. An excerpt from the Notre Dame collection’s data dictionary.

• Collection: A named collection of relations or tables.
• Relation: A set of related attributes or properties, i.e. a table.
• Property: An attribute or field in a table.
• Type: The type of allowed value for a field.
• Domain: The range of allowed values for a field.
• Description: A description of the field, meaning, or semantics.

Figure 50 illustrates these concepts using an excerpt from the Notre Dame data dictionary. Here we have
taken the fields used in the Notre Dame schema and associated each of these concepts with a subset of
them. The fields shaded blue were judged to be useful, but non-essential for our purposes.

6.2.3 MOSAIC-specific abstractions

There are concepts specific to the domain of the MOSAIC project that are not as abstract as the general
signal analysis concepts presented above, but nonetheless important for narrowing down general concepts
to specific ones like “sensor” to less specific ones like “beacon.” By considering some of the documentation
provided, we have arrived at the following sub-concepts to categorize datasets referenced in Notre Dame’s
data dictionary, and in their document of derived datasets. Figure 51 represents a start on a knowledge
model/ontology for MOSAIC that could be used to navigate to specific datasets in the collection starting
from very general concepts.

6.3 MOSAIC navigator application concepts

Our intention during this phase was to explore ideas for a navigator application, based on the semantic
framework presented above. We envision the navigator as something like an ontology-enabled data
browser that connects concepts like “performance monitor” and “subject heart rate” to properties like
snapshot id, start time, and stop time in table hr series in the Notre Dame database.
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Figure 51. A partial knowledge model/ontology for abstractions relevant to MOSAIC data collections.

To explore the browser concept at the data structures level, we created a representation of the Notre Dame
data dictionary in JSON format as a stub for a data storage layer that would provide information about data
tables in the collection.

This representation involved several process steps that proved to be essential for capturing the dictionary
in a clean, usable form for browsing. They included:

• Examining the data dictionary, which was provided in the form of an Excel spreadsheet.
• Querying the Notre Dame database, the form in which the actual tables were provided to us, to find the

actual tables and fields of the data schema.
• Harmonizing the two representations to ensure that the descriptions in the data dictionary and the

database fields and tables were consistent.
• Creating a JSON representation of the data dictionary as a hierarchy of tables and fields.

Figure 52 is an excerpt from the JSON data dictionary file. This file contains a tree of all the tables and
fields in the collection along with descriptions extracted from the original dictionary. In the envisioned
browser, the analyst might start with the concept hierarchy of sensors and signal channels to discover
which tables and fields are relevant to the analysis. This might proceed using a hierarchy of classes and
instances in a pull-down interface like the one shown in Figure 53. To browse the metadata in the JSON
dictionary, we created a simple demonstration application in JavaScript. From there, the browser would
take the analyst to the data dictionary hierarchy where they could query on the table name or some portion
of it. At this point the dictionary browser may appear like the demonstration browser in Figure 54. We also
explored the possibility of implementing a search tool alongside the dictionary browser, which would make
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Figure 52. A portion of the JSON file modeling the hierarchy of tables, fields, and description annotations
for the Notre Dame MOSAIC collection.

it possible to search for a term like “heart,” then highlight and expand all branches of the browser relevant
to that search term. This would enable an analyst to find a term anywhere in the hierarchy and trace its
connections up and down the hierarchy.

6.4 Summary

Following the MOSAIC data sprint, we engaged in two parallel efforts to address data navigation
concerns:

1. An exploration of the concepts and relationships needed to understand what data is present in the
collection, in terms of sensors, signal channels, and so on, as well as concepts that describe specific data
structures like tables.

Figure 53. A concept for navigating from general concepts to tables within a data collection based on the
abstract knowledge model.
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Figure 54. A screenshot from the JavaScript application demonstrating how an analyst would navigate
through tables and fields in the data collection. This could be implemented alongside a search tool that
would highlight search terms and automatically expand the relevant branches of the navigator.

2. An effort to write some of the code that might be used to implement the navigator as a web application.

Selecting the Notre Dame collection as our test case, we developed a partial knowledge model based on
general concepts in signal analysis, as well as concepts related to domain-specific sensors and signals of in
the IARPA MOSAIC project. This was done using documentation provided, including a data dictionary
and a description of the main derived datasets, and querying the provided database for an inventory of
tables and fields. An introductory presentation from the data sprint was also used as a source. To explore
ideas for the browser, we created a representation of the harmonized data dictionary in JSON format to
use as a stub for a persistent data tier in the actual application. We then created a hierarchical browser for
the data dictionary in JavaScript. These explorations provide a conceptual basis for further development
of the MOSAIC navigator concept that, according to our initial assessment, could be implemented as a
web application. Although we used the Notre Dame data for this exploration because of its availability
and documentation, the same process could be used to interface the other MOSAIC data collections to a
navigator, with input from the other performers. The general abstractions provided by a knowledge model
such as the one described here would make it possible to create a common interface to the current data
collections, as well as future collections produced by similar efforts. Our experience suggests that such
a tool is possible with modest effort, and that it could be of substantial benefit to analysts interested in
exploring MOSAIC data collections.
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7 CONCLUSIONS AND FUTURE WORK

7.1 Limitations of the analysis

As discussed in the introduction and elsewhere in this report, our limited access to organizational
ground truth makes it difficult to assess the significance or validity of our results, and limits our ability to
engage in the kind of iterative refinement of research directions and analysis methods that might otherwise
characterize this type of analysis. More concretely, as a result of our analyses efforts, we note two key
anomalies in the Notre Dame beacon data that may limit the accuracy of our analysis. First, there is
significant asymmetry in interaction durations reported by beacons that were in contact with one another.
That is, beacon A did not always report being in proximity to beacon B at the same time as B reported
being in proximity to A. This is somewhat surprising, since mutual proximity is a transitive phenomenon.
This suggests there may be unexplored sensor calibration issues or problems with inconsistent beacon
usage. Second, in the Notre Dame processed interaction sessions data we used for most of our analyses, we
find what appear to be unrealistically low total interaction times for participants, with the vast majority of
participants reporting less than an hour of interaction with all other participants combined over the course
of nearly a year. We chose to use the processed interaction sessions as our baseline because we believe the
Notre Dame team may have had good reasons for throwing out some of the interaction data based on their
knowledge of the data collection process. However, not knowing the specific assumptions behind their
analysis leaves open the possibility that we are interpreting this data incorrectly, or basing our analysis on a
biased sample of the data.

7.2 Data collection and management recommendations

Our experience analyzing the Notre Dame beacon data suggests several recommendations for future
collection efforts aimed at providing data for social/organizational analysis. Some of these recommendations
reflect the fact that the original data collection process was optimized for maximizing the number of
participants and for analysis of individual behavior; data collection requirements are somewhat different
for sociological analyses. Other recommendations aim at better characterizing the sensors, particularly
in the context of daily use by participants. Finally, we note that more attention to data management and
documentation would make these data sets much more usable, both for the performer teams and those they
may share data with. Our recommendations for addressing these issues are summarized briefly below.

Sampling concerns

• Use more structured recruiting and sampling methods if possible
• Carefully document recruitment strategies
• Focus on complete coverage of organizational units rather than broad coverage of the organization

Additional organizational ground truth

• Organizational roles
• Organizational unit membership
• Events (project start/end, major deliverable dates)

Sensor reliability issues

• Experiment with the effects of different sensor configurations before deployment
• Study how participants actually use sensors in the field
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• Validate sensor results against other observations in small studies

Enabling data sharing

• Follow standards for data management (formal data management plans, etc.)
• Emphasize documentation (data dictionaries, metadata, etc.)
• Allow time for pre-processing of data before sharing with others

7.3 Testable hypotheses

Our analyses have generated several concrete hypotheses that could in theory be tested by returning to
the participants or their organizations. We present these here as generalized proposals for confirming our
findings, although they can each be transformed into one or more specific hypotheses. Because we do not
have ground truth regarding social groups or influence, we cannot yet validate either of our analyses, but
investigation of these proposals could provide valuable information for assessing and refining our methods.
We divide the proposals into three categories: organizational characteristics, group formation and dynamics,
and influence.

Organizational characteristics

• Cohorts 2 and 4 appear to be very closely connected or possibly share one or more physical locations.
• Cohorts 2 and 3 appear to be connected, but to a much lesser extent than cohorts 2 and 4. This suggests

these organizations have some interaction but may not be physically co-located
• Cohort 4 appears to be much less connected internally than the other cohorts (with the exception of

cohort 5, which we already know is spread across multiple organizations/locations). This suggests that
cohort 4 might represent a sparser sample of its organization than the other cohorts.

Group formation and dynamics

• In general, any of the groups we identify as sizable and persistent could be checked against
organizational ground truth to see if they correspond to management units, projects, or shared work
locations.

• Some change appears to occur around week 20 in cohort 1. This could reflect changes in data
collection or participant compliance, or some shift in the work environment, such as a new project or a
re-organization.

• In cohort 2, group 0, 1, and 6 form around week 20 and persist. Again, this could be a collection or
compliance issue, or an actual workplace or social change.

• In cohort 3, groups 9 and 21 show significant change over the course of the study, in size and gender
distribution. It could be confirmed whether something was changing in the organization socially or
professionally for these specific people.

• Although the data are small, stress levels over time per group in cohort 2 might imply that smaller
groups experience more volatile stress levels. It may be difficult, but follow-up interviews with cohort
member may illuminate this.

Influence

• Any of the strong influence relationships identified between individuals could possibly be tested against
survey questions asking about closeness of interpersonal connections.
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• We could characterize work roles of highly influential individuals in more detail to see if there is any
consistent association between role and influence. It may be possible to do this using existing Notre
Dame data.
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APPENDIX A DATA USED FOR DYNAMIC GROUP ANALYSIS PARAMETER
SELECTION
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Figure 55. Number of singleton clusters in cohort 1.
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Figure 56. Number of size > 1 clusters in cohort 1

Figure 57. Average cluster life in weeks in cohort 1.
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Figure 58. Average number of clusters each participant belongs to over the course of the study in cohort 1.

Figure 59. Number of singleton clusters in cohort 2.
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Figure 60. Number of size > 1 clusters in cohort 2.

Figure 61. Average cluster life in weeks in cohort 2.
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Figure 62. Average number of clusters each participant belongs to over the course of the study in cohort 2.

Figure 63. Number of singleton clusters in cohort 3.
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Figure 64. Number of size > 1 clusters in cohort 3.

Figure 65. Average cluster life in weeks in cohort 3.
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Figure 66. Average number of clusters each participant belongs to over the course of the study in cohort 3.

Figure 67. Number of singleton clusters in cohort 4.
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Figure 68. Number of size > 1 clusters in cohort 4.

Figure 69. Average cluster life in weeks in cohort 4.
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Figure 70. Average number of clusters each participant belongs to over the course of the study in cohort 4.
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APPENDIX B ADDITIONAL INFLUENCE ANALYSIS FIGURES
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Figure 71. Network graph model for cohort 2 representing the individual level effects from the “influence”
linear regression model for the positive affect survey response. Values that are in red are negative influence,
values in blue are positive interactions.
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Figure 72. Network graph model for cohort 2 representing the individual level effects from the “influence”
linear regression model for the negative affect survey response. Values that are in red are negative influence,
values in blue are positive interactions.
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Figure 73. Network graph model for cohort 2 representing the individual level effects from the “influence”
linear regression model for the alcohol survey response. Values that are in red are negative influence, values
in blue are positive interactions.
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Figure 74. Network graph model for cohort 2 representing the individual level effects from the “influence”
linear regression model for the sleep survey response. Values that are in red are negative influence, values
in blue are positive interactions.
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Figure 75. Network graph model for cohort 3 representing the individual level effects from the “influence”
linear regression model for the positive affect survey response. Values that are in red are negative influence,
values in blue are positive interactions.
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Figure 76. Network graph model for cohort 3 representing the individual level effects from the “influence”
linear regression model for the negative affect survey response. Values that are in red are negative influence,
values in blue are positive interactions.
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Figure 77. Network graph model for cohort 3 representing the individual level effects from the “influence”
linear regression model for the alcohol survey response. Values that are in red are negative influence, values
in blue are positive interactions.
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Figure 78. Network graph model for cohort 3 representing the individual level effects from the “influence”
linear regression model for the sleep survey response. Values that are in red are negative influence, values
in blue are positive interactions.
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Figure 79. Network graph model for cohort 4 representing the individual level effects from the “influence”
linear regression model for the positive affect survey response. Values that are in red are negative influence,
values in blue are positive interactions.
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Figure 80. Network graph model for cohort 4 representing the individual level effects from the “influence”
linear regression model for the alcohol survey response. Values that are in red are negative influence, values
in blue are positive interactions.
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Figure 81. Network graph model for cohort 4 representing the individual level effects from the “influence”
linear regression model for the sleep survey response. Values that are in red are negative influence, values
in blue are positive interactions.
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